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What is BIRN?What is BIRN?
  The Official Mission Statement:The Official Mission Statement:

    “To accelerate Discovery
Science by creating and
fostering a new biomedical
collaborative infrastructure
and culture.”

But really, what is BIRN ?………



A shared biomedical IT
infrastructure to hasten
the derivation of new

understanding and
treatment of disease

through use of distributed
knowledge

•Collaboration between groups with
different expertise and resources
(technical, scientific, social and political)

• Shared infrastructure to support
collaboration (designed to be extensible
to other biomedical communities)

• Open access and dissemination of data
and tools (i.e. Open Source)

•Bringing transparent GRID Computing to
Biomedical Research

Biomedical Informatics Research Network



4th Annual
BIRN All-Hands Meeting
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Boston, MA
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4.5 PB100nm

Petabyte = 10154.5 TB    4.5 PB1 µm

Terabyte = 10124.5 GB   4.5 TB10 µm

Megabyte = 1064.5 KB    4.5 MBmm

Color (3B/p)
Rodent    Human

Voxel Size

Challenges of Large and Distributed DataChallenges of Large and Distributed Data
Each Brain is Big Data andEach Brain is Big Data and
Comparisons Must be MadeComparisons Must be Made
Between Many!Between Many!

Modified from Toga

The Human Brain Project was one ofThe Human Brain Project was one of
the first to recognize the magnitudethe first to recognize the magnitude
of the challenge of brain data orof the challenge of brain data or
““neuroinformaticsneuroinformatics”” as it became as it became
known,  and has allowed us to beginknown,  and has allowed us to begin
to address it!to address it!

Volume Size by Resolution
(rat brain   =  1.5 cm3

human brain  =  1500 cm3)

Volume Size by Resolution
(rat brain   =  1.5 cm3

human brain  =  1500 cm3)



Optical Networks Are Becoming
the 21st Century Cyberinfrastructure Driver

Scientific American, January 2001
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Data Storage
(bits per square inch)

(Doubling time 12 Months)

Optical Fiber
(bits per second)

(Doubling time 9 Months)

Silicon Computer Chips
(Number of Transistors)

(Doubling time 18 Months)



 Origins of IT Infrastructure used to build the BIRN:
Initiatives like the NSF - National Partnership for
Advanced Computational Infrastructure (NPACI)

• ~50 partner sites
• Shared compute

resources
• High-speed networks
• Computational science

efforts in ...
–– NeuroscienceNeuroscience
–– Molecular ScienceMolecular Science
–– Earth Systems ScienceEarth Systems Science
–– EngineeringEngineering

• Enabling Technologies:
–– Resources (Resources (TeraFlopsTeraFlops, High Performance Networks, Data Caches), High Performance Networks, Data Caches)
–– Metacomputing Metacomputing (Grid Tools - Middleware)(Grid Tools - Middleware)
–– Interaction Environments (Visualization - Science Portals)Interaction Environments (Visualization - Science Portals)
–– Data-Intensive Computing (Databases - Data Integration)Data-Intensive Computing (Databases - Data Integration)

The NSF PACI Program Started in 1995The NSF PACI Program Started in 1995
Current Program is Current Program is ‘‘’’CyberinfrastructureCyberinfrastructure””

NSF Network LinkedNSF Network Linked
Brain Mapping Data CachesBrain Mapping Data Caches
@ Wash U. & UCLA With@ Wash U. & UCLA With
Supercomputing at UCSDSupercomputing at UCSD



 Testbed for a biomedical knowledge infrastructure

 Creation and support federated bioscience
databases

 Data integration

 Interoperable analysis tools

 Datamining software

 Scalable and extensible

 Driven by research needs pull, not technology push

 Testbed for a biomedical knowledge infrastructure

 Creation and support federated bioscience
databases

 Data integration

 Interoperable analysis tools

 Datamining software

 Scalable and extensible

 Driven by research needs pull, not technology push

What is BIRN?What is BIRN?What is BIRN?



BIRN Coordination and Test BedsBIRN Coordination and Test Beds

 BIRN-Coordinating CenterBIRN-Coordinating Center
• Develops and supports overall information technology (IT)

infrastructure linking the testbeds

 Morphometry Morphometry BIRNBIRN
• Studying brain structures related to unipolar depression, mild

Alzheimer's disease and mild cognitive impairment

 Function BIRNFunction BIRN
• Studying regional brain dysfunctions related to the progression and

subtypes of schizophrenia

 Mouse BIRNMouse BIRN
• Studying animal models of multiple sclerosis, schizophrenia,

Parkinson's disease, ADHD, Alzheimers, Tourette's disorder, brain
cancer.



We Began with Standard Hardware
 This jumpstarted BIRN for

functionality

 Software footprint is
managed  from the BIRN
Coordinating Center

 Integration of domain tools,
middleware, OS, updates,
and more

 BIRN expansion/upgrade
of existing sites has a
more generic (and less
expensive) hardware
footprint



From the Expanding the BIRN Meeting @ NCRR: December. 6 & 7, 2001)

BIRN Sites

10+ Distinct Installations, ~ 100 Individual Machines10+ Distinct Installations, ~ 100 Individual Machines10+ Distinct Installations, ~ 100 Individual Machines

At the beginning (Circa End of 2001)

BIRN BIRN Cyberinfrastructure Cyberinfrastructure is Designed tois Designed to
Accommodate GrowthAccommodate Growth



  The BIRN Collaboratory Today

Enabling collaborative research at 28 research
institutions comprised of 37 research groups.

It will no longer matter where data, instruments
and computational resources are located!



Removing Barriers to BIRN:
Decreasing Cost of Entry & Increasing Scalability

$120K
(2001)

< $20K
(Today)

~ $2K
(~2010)

 Prescribed
hardware
jumpstarted BIRN
for functionality

 Support for
multiple vendors

 Software solution
for researchers to
BIRN “enable”
local hardware



Evolution of the Computational Infrastructure
Investments in the US    Source: Dr. Deborah Crawford
Chair, NSF CyberInfrastructure Working Group (CIWG)

Supercomputer Centers

PACI

Terascale

1985          1990          1995          2000         2005          2010

        |                                         |                                      |                                       |                                    |                                       |

NPACI and
Alliance

SDSC, NCSA,
PSC, CTC

TCS, DTF,
ETF

Cyberinfrastructure

Prior 
Computing 
Investments

NSF Networking

Mosaic - Web Browser

GRID Term Coined ~ Metacomputing

A timeline from the Computational Infrastructure Division of the US National Science Foundation

Telescience: Access to Remote Resources



The Grid is becoming the backbone forThe Grid is becoming the backbone for
collaborative science and data sharingcollaborative science and data sharing



    Grid Infrastructure in Action    Grid Infrastructure in Action
 The Grid is alreadyThe Grid is already

having an impacthaving an impact……
•• Many projects in manyMany projects in many

subjects:subjects:

 Life sciencesLife sciences
 MedicineMedicine
 EnvironmentEnvironment
 EngineeringEngineering
 MaterialsMaterials
 ChemistryChemistry
 PhysicsPhysics

•• BIRN embodies the mostBIRN embodies the most
innovative use of data,innovative use of data,
metadata & portalsmetadata & portals

BIRN cited as successfulBIRN cited as successful

model of grid computing.model of grid computing.



Hardware

  Integrated Cyberinfrastructure System
meeting the needs of multiple communities
 Source: Dr. Deborah Crawford, Chair, NSF CyberInfrastructure Working Group

Grid Services 
& Middleware

Development
Tools & Libraries

Applications
• Environmental Science
• High Energy Physics
• Biomedical Informatics
• Geoscience

Domain-
specific

Cybertools
(software)

Domain-
specific

Cybertools
(software)

Shared
Cybertools
(software)

Shared
Cybertools
(software)

Distributed
Resources

(computation,
communication
storage, etc.)

Distributed
Resources

(computation,
communication
storage, etc.)
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GASS GRAMGSI SRBGridFTPNWSMDS/GRIS

File/DataJob ManagementAuthentication Information

Grid Middleware Services

BIRN Portal

Data SourcesApplicationsComputation

Remote Servers / Sites

Custom APIs mediator client

GridPort Services

registry planner

Portlets
Grid Services

Web Server / Applications Server

Collaboration Data ManagementViewing/VisualizationPipelines Queries/Results

BIRN Toolkit

mediator
gateway

executor

Statistics/Analysis Spatial Ontology

PACS

Distributed Resources

Distributed Resources

• BIRN builds
on evolving
community
standards for
middleware

• Adds new
capabilities
required by
projects

•Does System
Integration of
domain-specific
tools building a
distributed
infrastructure

• Utilizes
commodity
hardware and
stable networks
for baseline
connectivity

Grid Services 
& Middleware

Development
Tools & Libraries

Shared
Tools for
Multiple
Science
Domains

Shared
Tools for
Multiple
Science
Domains

Distributed Computing, Instruments and Data Resources

Your Specific
Tools

& User Apps.

Your Specific
Tools

& User Apps.

Friendly Work Facilitating Portals
Authentication - Authorization - Auditing - Workflows - Visualization - Analysis

  BIRN Core Cyberinfrastructure



Distributed Resources

Grid Services 
& Middleware

Development
Tools & Libraries

Shared
Tools

Science
Domains

Shared
Tools

Science
Domains

Distributed Computing, Instruments and Data Resources

Your
Specific
Tools

& User
Apps.

Your
Specific
Tools

& User
Apps.

Friendly Work Facilitating Portals
Authentication - Authorization - Auditing - Workflows - Visualization - Analysis
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• BIRN builds
on evolving
community
standards for
middleware

• Adds new
capabilities
required by
projects

•Does System
Integration of
domain-specific
tools building a
distributed
infrastructure

• Utilizes
commodity
hardware and
stable networks
for baseline
connectivity

  BIRN Core Cyberinfrastructure
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Software Problem in a Nutshell

 Enable Analysis of Distributed Biomedical
Data in a National-Scale Production Facility
• Data sets are large – Data sets are many

• Enable new queries that integrate multiple sources

• Specialized application codes (from Test Beds) need
to work on BIRN-accessible data

• Some analysis pipelines require significant
computation

• Privacy, patient anonymity required

• Institutional ownership of data

 Easily Replicate Entire Software Stack
(Including Centralized Services) for other Groups



Major System Components

Identity/Login
Management

Authorization and
Role Definition

Computation/Analysis Facilities

Distributed Data (file system)

Distributed Data (Collections)

Domain
Application Tools

Data Integration
Mechanisms

Complete Workflows

Collaborating Groups of Biomedical Researchers

A
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BIRN has the Advantage of having Developed anBIRN has the Advantage of having Developed an
““End-to-EndEnd-to-End”” Infrastructure:  Infrastructure:  Built around research
projects with geographically distributed data.
 Consists of all the components required toConsists of all the components required to

effectively share and collaboratively explore dataeffectively share and collaboratively explore data

•• The BIRN Rack (BIRN site infrastructure)The BIRN Rack (BIRN site infrastructure)
•• The BIRN PortalThe BIRN Portal
•• The BIRN Virtual Data GridThe BIRN Virtual Data Grid
•• The BIRN Data Integration InfrastructureThe BIRN Data Integration Infrastructure
•• The BIRN Computational GRIDThe BIRN Computational GRID

 The system integration, development, deployment andThe system integration, development, deployment and
management of this infrastructure is the main focus ofmanagement of this infrastructure is the main focus of
activities within the BIRN Coordinating Centeractivities within the BIRN Coordinating Center



The BIRN Portal

•Application environment
that provides transparent
and pervasive access to
the BIRN infrastructure
(i.e. tools, applications,
resources) with a Single
Login from any Internet
capable location

•Provides simple, intuitive
access to distributed
resources for data
storage, distributed
computation, and
visualization

•Provides a scalable
interface for users of all
backgrounds and levels
of expertise



DataData
VisualizationVisualization

Data ManagementData Management

BIRN VIEWERs - eg.,
SLICER; ImageJ, MBAT

 Browse Data
Grid Files

The BIRN PortalThe BIRN Portal  
Launches from any Launches from any 
Internet Connected Internet Connected 

Desktop, Laptop, PDA Desktop, Laptop, PDA 

BIRN RESOURCE BIRN RESOURCE 

MANAGERMANAGER

BIRN BIRN 
Compute Compute 

ClusterCluster

NSFNSF
TeragridTeragrid

The BIRN Portal Provides an Intuitive Interface to Software Tools,The BIRN Portal Provides an Intuitive Interface to Software Tools,
Data and Computational Resources in the BIRN Data and Computational Resources in the BIRN CollaboratoryCollaboratory

DistributedDistributed
ComputationComputation



BIRN is a Leader in Portal Technology
 The BIRN-CC is supporting development of the leading

open-source standards-based grid portal

 Application environment that provides transparent and
pervasive access to the BIRN infrastructure (i.e. tools,
applications, resources) with a Single Login from any
Internet capable location

 Support for dynamic
collaborative projects



    Benefits of a Data GridBenefits of a Data Grid



 Uniform interface for connecting to
heterogeneous distributed data resources

• Allows for any “grid enabled” tool to interact with data
no matter where it is located or what it is located on

 Allows for the seamless creation and
management of distributed data sets

• Distributed data appear as a single managed collection
both to users and tools

 Access is Managed using GRID Authentication
through BIRN Portal



Guide Community Database Development



The BIRN Coordinating Center is Supporting and
Evolving the Deployed Infrastructure

MONITORING

SCALABLE
SOFTWARE

DISTRIBUTION

ASSESSING TECHNICAL OPTIONS
FOR BIRN TO BUILD WORKING

SYSTEMS



Brain Morphometry BIRNBrain Morphometry BIRNBrain Morphometry BIRN
 Anatomical Correlates ofAnatomical Correlates of

Psychiatric IllnessesPsychiatric Illnesses
•• Unipolar Unipolar Depression, AlzheimerDepression, Alzheimer’’ss

Disease (AD) and Mild CognitiveDisease (AD) and Mild Cognitive
Impairment (MCI)Impairment (MCI)

 Site and Platform IndependentSite and Platform Independent
Acquisition and Analysis forAcquisition and Analysis for
Pooling DataPooling Data
•• Multi-Site Clinical StudiesMulti-Site Clinical Studies
•• Increase Statistical Power for RareIncrease Statistical Power for Rare

Populations or Subtle EffectsPopulations or Subtle Effects

 Advanced Image Analysis andAdvanced Image Analysis and
VisualizationVisualization

 MGHMGH, BWH, Duke, UCLA,  UC San, BWH, Duke, UCLA,  UC San
Diego, Johns Hopkins, UC Irvine,Diego, Johns Hopkins, UC Irvine,
Wash U, MITWash U, MIT

Normal Elderly Control

Alzheimer’s Individual





Raw data De-faced data

•Robust automated methods for bulk MRI de-identification
and upload to database (diverse inputs, sharable outputs,
common package)

•De-facing: automated de-facing without brain removal

•Pipeline: image formats, BIRN ID generation, defacing, QA,
upload

De-identification and Upload Pipeline



Siemens Whole-Body
Symphony/Sonata

Max displ. 2.5/3.2mm

GE Whole-Body
CRM NVi/CVi

Max displ. 4.2/8.6mm

Siemens Head-Only
Allegra/AC-44

Max displ. 5.7/20.2mm

MRI Distortions due to Gradient Non-
Linearities



CorrectedUncorrected

Image intensity variability on
same subject scanned at 4 sites

•Develop acquisition & calibration protocols that improve
reproducibility, within- and across-sites

•Common acquisition protocol, distortion correction,
evaluation by scanning human phantoms multiple times at
all sites

Multi-site Structural MRI Data Acquisition &
Calibration



Siemens
GE

CORTICAL ESTIMATES:
NO DISTORTION CORRECTION

Same Subject
Co-registered CORTICAL ESTIMATES:

DISTORTION CORRECTION

⇒ Distortion correction does improve cortical surface co-registration ⇒ Distortion correction does improve cortical surface co-registration 

Reproducibility Effects:  Alignment of
Surfaces



Cortical Thickness Estimation
with Sub-Voxel Accuracy

Gray-white boundary

Pial surface
From Anders Dale / Mass General Hospital -  HarvardFrom Anders Dale / Mass General Hospital -  Harvard



Automated Whole-Brain Segmentation

By Bruce Fishl 
and 
Anders Dale
(MGH)(MGH)

Part of Free Surfer



MGH
Segmentation

De-identification
And upload

JHU
Shape Analysis

of Segmented Structures

BIRN 
Data Grid

BWH
Visualization

Scientific Goal:
classify patient status from

morphometric results

1

2

3

4

5

Large Scale
Distributed
Computing

N=45

Data Donor
Site (WashU)

Morphometry BIRN: Semi-Automated
Shape Analysis Overview

Large Deformation Diffeomorphic
Metric Mapping using the TeraGrid

Preliminary Study:
•46 hippocampus data sets
•30,000 CPU hours, 4 TB
data



Shape-derived
metrics can be
used to detect
class-specific
information

6 semantic dementia subjects

18 Alzheimer subjects21 control subjects

SASHA: Shape Analysis  Pipeline Results



Teragrid

BIRN

UCSD

JHU
UCI

GPFS

Data Grid
Larger follow-up study

Processing upwards of 1250
comparisons per day (8986 cpu/hrs or
374 days of computing)

1.25 TB of
Resultant Data
per Day

Beg et al, Pattern classification of hippocampal shape

analysis in a study of AD (to be submitted 2006)

SASHA: Large Scale Distributed Computing



Function BIRN OverviewFunction BIRN Overview

 Calibration Methods for Multi-Site Calibration Methods for Multi-Site fMRIfMRI
•• Study Regional Brain Dysfunction andStudy Regional Brain Dysfunction and

Correlated Morphological DifferencesCorrelated Morphological Differences
•• Progression and Treatment of SchizophreniaProgression and Treatment of Schizophrenia

 Human Phantom TrialsHuman Phantom Trials
•• Common Consortium ProtocolCommon Consortium Protocol
•• 5 Subjects Scanned at All 11 Sites5 Subjects Scanned at All 11 Sites
•• Add'l Add'l 15 Controls, 15 Schizophrenics Per Site15 Controls, 15 Schizophrenics Per Site

Per YearPer Year

 Statistical TechniquesStatistical Techniques
•• Identify Cross-Site DifferencesIdentify Cross-Site Differences
•• Develop Corrections to Allow Data PoolingDevelop Corrections to Allow Data Pooling

 Develop Interoperable Post-ProcessingDevelop Interoperable Post-Processing

 UC IrvineUC Irvine, UCLA, UC San Diego, MGH, BWH,, UCLA, UC San Diego, MGH, BWH,
Stanford, U. Minnesota, U. Iowa, U. New Mexico,Stanford, U. Minnesota, U. Iowa, U. New Mexico,
Duke/U. North Carolina, MITDuke/U. North Carolina, MIT



Function BIRN Federated DataFunction BIRN Federated Data

UNM
HID

UMN
HID

UI
HID

Duke
HID

UCSD
HID

UCI
HID

BWH
HID

MGH
HID

Yale
HID

UCLA
HID

Stanford

HID

p1

p1

p1

p1

p1

p1

p1

p2

p2

p2

p2
p2

= Data Integration Environment= Data Integration Environment

= = PostgreSQL PostgreSQL test sitetest site

= Phase 1 / Phase 2 data= Phase 1 / Phase 2 data

p1

p1

p2

p2

p2

p2

Currently, each FBIRN site collecting 15
schizophrenic subjects and 15 controls

•In a common imaging paradigm

•Using the same combination of calibration and
cognitive tasks

•Includes the challenges of multi-site clinical
populations
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FBIRN Shared Data Files

Phase II Study: Image Data Volume

 21,038 raw image files per subject

 2.4 GB of raw image data per
subject

 25 GB to 40 GB of processed
image data per subject (depending
on hypotheses tested)

 10 million slices of functional imaging data in Phase II

 7 Terabytes of image data for all of the Phase II analyses
(conservative estimate of 25 GB/subject)



Multi-Site User Query

Results with standard descriptions
in HIDB (i.e. data provenance)

Result Images and XML
wrapper in Data Grid

FIPS
Results

FMRI Images
•Automated image upload to
Data Grid/HID for sharing FIPS: FSL Image 

Processing Scripts 

HIDB(s)
(Local)

Data Grid
(Local)

fMRI Scanner

Clinical Data
•Computer aided scale input via
clinical data entry interface

Function BIRN Analysis Infrastructure

•Data strorage
conventions
•XML data description
(XCEDE)
•Image and clinical data
held locally
•De-identification for
public sharing

•Data strorage
conventions
•XML data description
(XCEDE)
•Image and clinical data
held locally
•De-identification for
public sharing

DICOM, NIFTIDICOM, NIFTI



Mouse BIRN: Preclincial ModelsMouse BIRN: Preclincial Preclincial ModelsModels
 Studying animal models ofStudying animal models of

disease across dimensionaldisease across dimensional
scales to test hypothesis withscales to test hypothesis with
human neurological disordershuman neurological disorders
•• Experimental Allergic EncephalomyelitisExperimental Allergic Encephalomyelitis

(EAE) mouse models characteristic of(EAE) mouse models characteristic of
Multiple Sclerosis (MS)Multiple Sclerosis (MS)

•• AlzheimerAlzheimer’’s s mouse modelmouse model  with betawith beta
amyloid amyloid over expressionover expression

•• Dopamine Transporter (DAT) KO mouseDopamine Transporter (DAT) KO mouse
model of model of schizophreniaschizophrenia, attention-deficit, attention-deficit
hyperactivity disorder (ADHD),hyperactivity disorder (ADHD),

•• Using an alpha-Using an alpha-synuclein synuclein mouse tomouse to
model the symptoms/pathology ofmodel the symptoms/pathology of
ParkinsonParkinson’’s Diseases Disease

•• Cancer animal modelsCancer animal models consortium with consortium with
astrocytomaastrocytoma  mouse model: NCImouse model: NCI
supported with Terry Van Dyke @ Dukesupported with Terry Van Dyke @ Duke

  Cal Tech, Drexel, Duke, Cal Tech, Drexel, Duke, UCLAUCLA, UCSD,, UCSD,
UnivUniv. . TennTenn. Memphis. Memphis



Parkinson’s Disease and α-synuclein

mSyn mutated
gSyn glycosylated

nTyrSyn nitrated

If you drive expression in vivo will aggregates form?If you drive expression in vivo will aggregates form?

•• A m A member of theember of the
synuclein synuclein family of synapticfamily of synaptic
proteins without clearlyproteins without clearly
defined role(s)defined role(s)

••  A major component ofA major component of
Lewy bodiesLewy bodies

••  Mutation(s) of theMutation(s) of the
αα-SYN gene are-SYN gene are
associated with familialassociated with familial
ParkinsonParkinson’’s Diseases Disease

•• Mutations may have Mutations may have
multiple paths leading tomultiple paths leading to
protein aggregationprotein aggregation



ParkinsonParkinson’’s Disease Model:s Disease Model:
Overexpression Overexpression of alpha-of alpha-synuclein synuclein in transgenic micein transgenic mice

•• transgenic mice over-expressing human a-SYN:transgenic mice over-expressing human a-SYN:
–– exhibit motor deficit.exhibit motor deficit.
–– have have aa -SYN IR inclusions in neuronal cell bodies,  -SYN IR inclusions in neuronal cell bodies, neurites neurites and and glial glial cells incells in

cerebellum, hippocampus, and cortical regions.cerebellum, hippocampus, and cortical regions.

MR MicroscopyMR Microscopy
Duke Duke Univ Univ - J.A. Johnson- J.A. Johnson

2 Photon Ultrawidefield Mosaic Immuno-
fluorescence Microscopy - NCMIR - Price, Mclean,
Ellisman



Multimodal studies of PD animal modelsMultimodal studies of PD animal models

BehaviorBehavior

Assessment of
cognitive and motor
function

Chemistry &Chemistry &
GeneticsGenetics

Protein expression

Analyses using Web
QTL

Ligand binding studies

ImagingImaging

Correlation of large-scale
mapping of immunolabeling and
MRI studies

Ultrastructural studies using EM



Processing stream for spatial
registration of brain volumes
using the LONI pipeline

Volume and slice data brought
into register in order to correlate
cellular and subcellular changes
with non-invasive imaging

Spatial Registration of Data



Google helps find answers to your questions
but it’s not a data integration environment

Carrot juice cures pilesCarrot juice cures piles

What Ken
Peach

expected



What he did not expect

Carrot juice cures pilesCarrot juice cures pilesCarrot juice cures pilesCarrot juice cures piles

1,680

Drink a juice of turnip leaves,Drink a juice of turnip leaves,
spinach, water cress andspinach, water cress and
carrots (equal quantity)carrots (equal quantity)



4.  Use integrationintegration
engine engine ““MediatorMediator”” to
navigate and query
across data sources

1.  Create databases at
each site

2.  Create conceptual
links to a shared
““ONTOLOGYONTOLOGY””

3.   Situate the data in a

common spatialcommon spatial
frameworkframework

BIRN Data Integration: An example of federationAn example of federation 
        of Multi-scale, Multi-modal data from Mouse BIRNof Multi-scale, Multi-modal data from Mouse BIRN



DATA MODELS  Provide Frameworks to Integrate Databases:DATA MODELS  Provide Frameworks to Integrate Databases:
We are using We are using ““Integrated ViewsIntegrated Views”” based on  based on ““OntologiesOntologies””

Purkinje Cell Layer

Brain

Cerebellum

Purkinje cell

neuron

has a

is a

has a

has a

What is an Ontology?
• Way to communicate a shared understanding
of a field
• representation of terminological knowledge
• explicit specification of a conceptualization
• concept hierarchy (“is-a”)
• further semantic relationships between
concepts (“is part of”, “causes” etc.)

Examples:
• GO (Gene Ontology)
• NeuroNames
• Foundational model of anatomy
• Mouse Anatomy (Edinburgh)



 “ANATOM”
Domain Maps

Integrated ViewsIntegrated Views……..



BIRN Data Integration Environment Bridges Data
Models When Users Explore Distributed Data

Meta Data
Catalog

Portal
Server

Software
Server

BIRN CC

Multi TB Disk array

Storage
Server

DB Server

Access
Control

2p LM Images

Mouse
DB-B

EM Images

Access

Access

Mouse
DB-D

Histology

Access

Mouse
DB-C

MRM. Images

Access

Mouse
DB-A

MRM - DTI 

BIRN User

? Give me images of
medium spiny neurons,
tract-traces and histology
of surrounding regions
from the Parkinson’s α−
synuclein mouse model -

Federated data mayFederated data may
be in a variety ofbe in a variety of
representationsrepresentations

•• databases databases

•• image files image files

•• simulation files simulation files

•• flat text files flat text files

••  ……



Purkinje neuron

Registering My DataRegistering My Data
UMLS ID

Atlas-based Spatial Reference Systems:Atlas-based Spatial Reference Systems:  Multi-Scale andMulti-Scale and
Multi-Modal Data are Connected through Multi-Modal Data are Connected through OntologiesOntologies

Location, Location and LocationLocation, Location and Location………….. and a Unique Identifier.. and a Unique Identifier

or use “KNOW ME”
tool



UCSD

MediatorMediator

Duke UCLACal Tech

wrapper wrapper wrapper wrapper

SRB

The BIRN Smart Atlas:The BIRN Smart Atlas:  An Example of a
Data Grid-based GIS-like tool for spatial integration of
multiscale distributed brain data.  *Runs from BIRN Portal

Ilya
Zaslavsky,
Joshua Tran,
Haiyun He,
Amarnath
Gupta



Cell Centered Database
 Databases for

cellular imaging
data

 Store and manage
cell level
information from
tissue, cultured
cells, and
subcellular
fractions

 Models the entire
process of
reconstruction,
from specimen
preparation to
segmentation and
analysis.



Know Me Ontology Browser

Web Forms Genomic Data

Smart Atlas

DataData

KnowledgeKnowledge

BAMS



Building Bridges: NIH Research and Infrastructure Projects & NSF
Advanced Network Research and Infrastructure Projects

Centered around anticipated research requirements

BIRN and LARIATBIRN and LARIAT

National Lambda Rail 4 x 10Gb Lambdas Initially
  Capable of 40 x 10Gb wavelengths at Buildout

  NSF/NIH NSF/NIH Optiputer Optiputer / BIRN / BIRN 
10Gb Experimental Path - 10Gb Experimental Path - 

CalIT2, NLR and CalIT2, NLR and CaveWave CaveWave 
- Duke / Irvine / UCSD -- Duke / Irvine / UCSD -



 Supporting collaborative activities of advanced biomedical research & clinicalSupporting collaborative activities of advanced biomedical research & clinical
research centers in the US - Serving as a model for programs everywhere.research centers in the US - Serving as a model for programs everywhere.

 Ensuring a stable, robust, shared network environment across > 35Ensuring a stable, robust, shared network environment across > 35
institutions today - institutions today - High Bandwidth ConnectivityHigh Bandwidth Connectivity via Internet2. via Internet2.

 Developing hardware and software infrastructure for managing distributedDeveloping hardware and software infrastructure for managing distributed
data  - creation of the data  - creation of the BIRN Data GRIDBIRN Data GRID..

 Providing secure and audited access to distributed data - deployment of aProviding secure and audited access to distributed data - deployment of a
Uniform Uniform BIRN Security ModelBIRN Security Model..

 Exploring data using Exploring data using ““intelligentintelligent”” query engines that can make inferences query engines that can make inferences
upon locating upon locating ““interestinginteresting”” data - development of the  data - development of the BIRN DataBIRN Data
Integration EnvironmentIntegration Environment..

 Integrating BIRN with middleware projects in academia & industry -Integrating BIRN with middleware projects in academia & industry -
facilitating the use of facilitating the use of Computational GRIDComputational GRID infrastructure. infrastructure.

 ProvidingProviding simple and intuitive  simple and intuitive accessaccess to a shared processing, visualization to a shared processing, visualization
and analysis environment - BIRN is a leader in and analysis environment - BIRN is a leader in GRID PortalGRID Portal technology. technology.

 Changing the use pattern for research Changing the use pattern for research datadata from the individual from the individual
laboratory/project laboratory/project toto  shared useshared use..

 Promoting Promoting large-scale collaborationlarge-scale collaboration among research scientists  among research scientists acrossacross
institutional boundariesinstitutional boundaries

BIRN is a Stable & Rapidly EvolvingBIRN is a Stable & Rapidly Evolving
National Research InfrastructureNational Research Infrastructure



Lessons Learned - Challenges

• Breaking down the barriers
• Mistrust
• Open sharing of information
• Who gets credit
• Commercial products
• Governance

• Incorporating processes for multi-site studies and sharing of
human data
•  HIPPA Compliance
•  Patient confidentiality
•  Institutional Review Board (IRB) approvals

• Developing guidelines - for sharing data & authorship
• Integrating new participants
• Providing an architecture to allow for technology

improvements with the existing infrastructure
• Guaranteeing security versus ease of use



http://www.nbirn.net


